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Correlation

Initially developed by Sir Francis Galton (1888) and 
Karl Pearson (1896)

Sir Francis Galton 1822-1911

correlation is a much abused word/term
correlation is a term which implies that there is 
an association between the paired values of 2 
variables, where association means that the 
fluctuations in the values for each variable is 
sufficiently regular to make it unlikely that the 
association has arisen by chance
assumes: independent random samples are 
taken from a distribution in which the 2 variables 
are together normally distributed

example 1:
variable A (income of family) (1000s of Swiss 
francs)
variable B (# of autos owned) 
Here there is a perfect and positive correlation as 
one variable increases in precisely the same 
proportion as the other variate increases 
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paired values

example 2
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paired values

variable A (income of family) (1000s of Zambian 
pounds)
variable B (# of children) 
here is a perfect and negative correlation as one 
variate decreases in precisely the same proportion 
as the other variate increases 
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example 3 

variable A (income of family)
variable B (last number of postal code) 
here there is almost no correlation because one 
variate does not systematically change with the 
other. Any association is caused by A and B being 
randomly distributed 
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paired values

Examples
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correlation is a method whereby a coefficient is 
calculated to describe the degree of association 
between sets of paired values, and then tested to 
determine the probability that the association might 
be due to chance variation
i.e. Can show there is only a 5% chance or less of 
the association being caused by a random influence

but this does not mean that one variables is causing
fluctuations in the other

no causal link can be deduced from a correlation 
alone- it requires other evidence and good judgment

in the following examples
example 1 - correlation coefficient =1
example 2 - correlation coefficient =-1
example 3 - correlation coefficient =0
the correlation coefficient for the parametric 
case is called the Pearson product moment 
correlation coefficient (r)

Intermediate positive values

Intermediate negative values

it is powerful but data has to satisfy ‘normal’ 
conditions
calculation

x, y are values of the 2 variables
Sx, Sy are the sample standard deviation



4

equations
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testing the significance 
of r
H0: r is not significantly 
different than 0
H1: r is significantly 
different than 0

t r n
r

=
−

−

2
1 2

t = −

−
= =

0 66 7 2
1 0 66

0 66 2 24
0 73

2 03
2

.
.

. ( . )
.

.

df=N-2
tcritical(α=0.05)=2.571 
we must accept the null hypothesis

Correlation Coefficient Rule of 
Thumb

Very Weak or No relationship0.0 to 0.2
Weak relationship0.2 to 0.4
Moderate relationship0.4 to 0.6
Strong relationship0.6 to 0.8
Very Strong Relationship0.8 to 1.0

General InterpretationSize of 
Coefficient

Correlation

Insensitive to scale; r = .86 in both cases 
(why?)
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Correlation

Symmetric with respect to XY orientation
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Spurious correlations
A correlation although strong doesn’t make 
logical sense
Spurious correlation is normally due to other 
extraneous variables (a lurking variable?) that 
are associated with the independent and 
dependent variables focused on at the time

The more bars a city has the more churches it has 
as well → religion causes drinking?
Students with tutors have lower test scores →
tutoring lowers test scores?

A view of correlation

A zero correlation represents complete 
independence and -1.00 or 1.00 indicates 
complete dependence. Independence viewed 
in this way is called statistical independence. 
Two variables are then statistically 
independent if their correlation is zero. 

This a necessary but not sufficient condition

As a matter of routine it is the squared 
correlations that should be interpreted. This is 
because the correlation coefficient is 
misleading in suggesting the existence of 
more covariation than exists, and this 
problem gets worse as the correlation 
approaches zero. Consider the following 
correlations and their squares. 

Note that as the correlation r 
decrease by tenths, the r2

decreases by much more. 
A correlation of .50 only shows that 
25 percent variance is in common; a 
correlation of .20 shows 4 percent in 
common; and a correlation of .10 
shows 1 percent in common (or 99 
percent not in common). 

Thus, squaring should be a 
healthy corrective to the tendency 
to consider low correlations, such 
as .20 and .30, as indicating a 
meaningful or practical 
covariation. 

Last word

A key thing to remember when working with 
correlations is never to assume a correlation 
means that a change in one variable causes 
a change in another. 


