Laboratory 2

Using the Computer Labs – SPSS

Your TA will show you how to enter data into SPSS.

A) Descriptive Statistics in SPSS

1. Enter the following data in the Data View tab, name and define columns in the Variable View.

Table 1. Length (mm) of nesting-guarding male bluegill and pumpkinseed sunfish.
	Bluegill
	Pumpkinseed

	215.5
	226.8

	186.4
	240.7

	192.7
	257.9

	174.3
	215.2

	202.7
	248.5

	188.6
	234.7


2. Click Analyze, then choose Descriptive Statistics and then Descriptives.  Put both variables in the variables box and click on Options.  Choose any statistics you think would be useful such as Mean, S.E. Mean, Range, Variance, etc. then click continue and OK.  The statistics will appear in a new OUTPUT window.

3. Take a moment to look over the OUTPUT and be sure you understand what the table is telling you.

B) Levene’s F-test and Independent t-test

An independent t-test compares the means from two random samples and follows two assumptions: (1) the data follow a normal distribution; and (2) the variances of each sample are homogenous.  It is necessary to test both of these assumptions before performing the t-test.  Levene’s F-test is used to test homogeneity of variances and Kolmogorov-Smirnov test is used to test normality.

1. Enter the following data in to the Data View tab.

Table 2.  Growth rate (mg/day) of nestling American redstarts in high and low quality food patches.  (Note the different format necessary and be sure to name and define each column correctly (i.e., the Quality column should be a string).

	Quality
	Growth rate

	High
	950

	High
	822

	High
	767

	High
	858

	High
	724

	High
	846

	Low
	426

	Low
	585

	Low
	720

	Low
	612

	Low
	328

	Low
	489

	Low
	626

	Low
	421


2. To perform the Kolmogorov-Smirnov test, click Analyze, Nonparametric tests and then 1-Sample K-S.  Enter Growth rate as the variable and click on Normal.  Click OK and the results will appear in the output window.  What does this test tell you?

3. Click Analyze, Compare Means and Independent-Samples t-test.  Put Growth rate in the test variable box and Quality in the Grouping Variable box.  Click inside the Grouping variable box and then on Define Groups…. Type High beside group1 and Low beside group 2 and click continue.  Click OK and the results will appear on the output window.

4. The F-statistic and the P-value (Sig.) for Levene’s test are automatically calculated in the same table that the t-test results are in.  Be sure you can interpret this table fully.  Ask your TA if you have trouble.

C) Mann-Whitney U-test

This is the nonparametric version of the independent t-test.  It is used when the variances from samples are not homogeneous.  The test uses a ranking system.  Try it out on the above data (Analyze, nonparametric tests, 2 Independent Samples…).

NOTE:  If the normality assumption is violated, the data should be transformed.  See your TA to discuss transformations.

D) ANOVA (one-factor and two-factor)

A one-way ANOVA (similar to an independent t-test) is used when you are comparing the means from 3 or more samples. 

1. Enter these data into SPSS (you will need to define the “Basin” column as a string before you enter it). Grether et al. (2001) measured chlorophyll ‘a’ growth in three drainage basins of Trinidad.
Table 3.  Drainage basin and chlorophyll ‘a’ coverage (ng/cm2).

	Basin
	Chlorophyll

	Marianne
	545

	Marianne
	640

	Marianne
	499

	Marianne
	468

	Marianne
	742

	Marianne
	623

	Marianne
	584

	Marianne
	512

	Paria
	848

	Paria
	963

	Paria
	1028

	Paria
	1014

	Paria
	895

	Paria
	825

	Paria
	926

	Paria
	857

	Paria
	918

	Quare
	512

	Quare
	423

	Quare
	342

	Quare
	387

	Quare
	326

	Quare
	442

	Quare
	318

	Quare
	321

	Quare
	387


2. Perform a one-factor ANOVA on these data (Analyze, General Linear Models, Univariate……).  Which columns are you supposed to enter into which box and why?  You should also click on Post Hoc and perform a Tukey test.  What is the Tukey test for?  Be sure you know how to interpret these data.

A two-factor or two-way ANOVA allows us to estimate the effects of two independent variables on a dependent variable.  For example, a dependent variable might be time spent courting a female, one of the independent variables might be relatedness, and the other independent variable might be familiarity.  Such data can be displayed in a contingency table.  Here, the data represent the means of the time spent courting for both related and unrelated individuals of a fish species that were familiar (had earlier association) or unfamiliar with the female.

Table 4. Mean time spent courting (s) in a ten-minute trial for related and unrelated guppies that were either familiar or unfamiliar with the female.
	
	Variable A, Relatedness

	
	Related
	Unrelated

	Variable B, Familiarity
	Familiar
	128
	200

	
	Unfamiliar
	156
	437


Table 5. Data on time spent courting (s) for related and unrelated guppies from the Paria River.
	Unfamiliar
	Familiar

	Related
	Unrelated
	Related
	Unrelated

	128
	413
	150
	148

	160
	387
	122
	200

	178
	422
	178
	198

	132
	441
	86
	210

	189
	521
	140
	225

	137
	432
	121
	207

	165
	444
	99
	212


There are three questions we can ask:

a) Is there a significant difference between the time spent courting of related and unrelated females?

b) Is there a significant difference between the time spent courting females (other either relatedness) that were familiar or unfamiliar with the females courted?

c) Is there any effect due to the INTERACTION of the two variables?

The first two questions are straight forward but the third may be new for some individuals.  Basically, if the interaction is significant for these data, it could mean that the transition from unfamiliar to familiar results in a proportionately greater change to the mean time courting related or unrelated females.


This statistic is performed in SPSS in the same way as a one-way ANOVA except you add both independent variables in the fixed factor box. 

E) ANCOVA

ANCOVA stands for ‘analysis of covariance’ and it essentially is an ANOVA with a “twist”.  The twist is a measured variable that may confound the dependent variable and must be controlled for statistically.

1. Enter the data.  Here I studied the effect of predation pressure on foraging in five squirrel populations.  Location “1” is a woodlot with foxes, hawks, owls and dinosaurs, and predation risk diminishes from locations 2-5.  Location “5” is an urban park where dogs must be kept on a leash.  I placed a known quantity of food in a dish at a few different distances from the closest tree.  Distance from cover is known to influence foraging in squirrels, therefore the test of the effect of predation pressure on food taken adjusted for distance from cover would be more powerful.  I recorded the distance to cover of all the squirrels.  

Table 6. Predation treatment, food taken (g) and distance to cover (m) for squirrels Sciurus carolinensis.

	Predation
	Food
	Distance

	1
	181
	1.0

	1
	137
	1.0

	1
	78
	1.0

	1
	89
	2.0

	1
	168
	2.0

	1
	16
	2.0

	1
	54
	3.0

	1
	165
	3.0

	1
	71
	3.0

	1
	86
	4.0

	1
	136
	4.0

	1
	48
	4.0

	1
	26
	5.0

	1
	17
	5.0

	1
	65
	5.0

	1
	25
	8.0

	1
	60
	8.0

	1
	41
	8.0

	1
	3
	10.0

	1
	35
	10.0

	1
	9
	10.0

	1
	23
	12.0

	1
	7
	15.0

	1
	4
	15.0

	1
	10
	15.0

	2
	180
	1.0

	2
	154
	1.0

	2
	139
	1.0

	2
	92
	2.0

	2
	81
	2.0

	2
	73
	2.0

	2
	35
	3.0

	2
	130
	3.0

	2
	222
	3.0

	2
	151
	4.0

	2
	65
	4.0

	2
	154
	4.0

	2
	120
	5.0

	2
	13
	5.0

	2
	126
	5.0

	2
	50
	8.0

	2
	63
	8.0

	2
	70
	8.0

	2
	23
	10.0

	2
	33
	10.0

	2
	1
	10.0

	2
	24
	12.0

	2
	2
	15.0

	2
	3
	15.0

	2
	11
	15.0

	3
	267
	1.0

	3
	82
	1.0

	3
	341
	1.0

	3
	254
	2.0

	3
	195
	2.0

	3
	63
	2.0

	3
	92
	3.0

	3
	160
	3.0

	3
	202
	3.0

	3
	122
	4.0

	3
	74
	4.0

	3
	81
	4.0

	3
	132
	5.0

	3
	96
	5.0

	3
	105
	5.0

	3
	33
	8.0

	3
	19
	8.0

	3
	102
	8.0

	3
	14
	10.0

	3
	16
	10.0

	3
	59
	10.0

	3
	9
	12.0

	3
	10
	15.0

	3
	10
	15.0

	3
	2
	15.0

	4
	300
	1.0

	4
	49
	1.0

	4
	343
	1.0

	4
	145
	2.0

	4
	48
	2.0

	4
	324
	2.0

	4
	152
	3.0

	4
	257
	3.0

	4
	304
	3.0

	4
	100
	4.0

	4
	28
	4.0

	4
	103
	4.0

	4
	110
	5.0

	4
	86
	5.0

	4
	133
	5.0

	4
	53
	8.0

	4
	90
	8.0

	4
	93
	8.0

	4
	63
	10.0

	4
	67
	10.0

	4
	3
	10.0

	4
	24
	12.0

	4
	1
	15.0

	4
	9
	15.0

	4
	8
	15.0

	5
	152
	1.0

	5
	294
	1.0

	5
	330
	1.0

	5
	229
	2.0

	5
	172
	2.0

	5
	380
	2.0

	5
	220
	3.0

	5
	321
	3.0

	5
	316
	3.0

	5
	28
	4.0

	5
	173
	4.0

	5
	140
	4.0

	5
	187
	5.0

	5
	164
	5.0

	5
	12
	5.0

	5
	51
	8.0

	5
	132
	8.0

	5
	132
	8.0

	5
	69
	10.0

	5
	24
	10.0

	5
	37
	10.0

	5
	16
	12.0

	5
	3
	15.0

	5
	7
	15.0

	5
	2
	15.0


2.  The procedure for running ANCOVAs in SPSS is exactly the same as for a one-way ANOVA except you enter the thorax variable in the covariate(s) box.  What would significant and non-significant values mean in this test?

F) Correlation (Pearson and Spearman’s)

Correlations test for relationships among variables.  When an increase in one variable is accompanied by an increase in another, the correlation is positive and when an increase in one variable is accompanied by a decrease in another, the correlation is negative.  A correlation between variables does not necessarily mean that one causes the other (that kind of relationship is tested by a linear regression).


The Pearson correlation is a parametric test subject to the same assumptions as other parametric tests.  The Spearman Rank correlation is a nonparametric test used when the assumptions for parametric are violated.

1. Enter the data.  Burger et al. (2004) examined the relationship between the concentration of metals and body mass in brown anole lizards in both males and females.  There were 8 males 10 at females sampled from the southern Florida population.

Table 7.  Cadmium concentration (mg/cm3) and body length (cm) for brown anoles in males and females.
	Lizard
(Male)
	Cadmium
(Male)
	Body length
(Male)
	Lizard
(Female)
	Cadmium
(Female)
	Body Length
(Female)

	1
	1.67
	5.8
	1
	3.88
	5.7

	2
	1.79
	5.7
	2
	3.53
	5.6

	3
	3.83
	8.0
	3
	2.85
	4.6

	4
	2.10
	9.8
	4
	2.15
	3.7

	5
	2.75
	5.4
	5
	3.98
	6.0

	6
	1.35
	5.8
	6
	3.48
	5.2

	7
	1.06
	6.4
	7
	3.70
	5.9

	8
	1.52
	4.7
	8
	3.73
	4.8

	 
	 
	 
	9
	2.06
	4.4

	 
	 
	 
	10
	3.81
	5.7


2. Run a Pearson and a Spearman Rank correlation on both the Male and the Female data.  (Analyze, correlate, bivariate, click Pearson and Spearman and enter the two Male variables in to the box and press OK.  Do the same for the Female data.  Interpret the results.  Are there any differences between the two sites?

G) Simple Linear Regression

This test is generally used to test CAUSAL relationships between two variables.

1. Enter the data.  Tibbetts and Dale (2004) investigated the relationship between the brokenness of a pattern appearing on the clypeus of subordinate paper wasps and the number of times a more dominant paper wasp “punishes” the subordinate by walking over its head (mounting). Pattern brokenness may be used by paper wasps as a signal of genetic quality, with more broken patterns belonging to higher-quality individuals.  If clypeus pattern brokenness is used as a signal of genetic quality, then we would expect dominant individuals to punish subordinate “cheaters” (ie, with more-broken patterns) by mounting the subordinate more often. 
Table 8.  Brokenness index and mount rate for paper wasps.
	Brokenness Index
	Mount rate

	0
	0.030

	0.65
	0.025

	0
	0.005

	0.85
	0.020

	0
	0.060

	1.70
	0.105

	3.35
	0.075

	0.50
	0.140

	0.45
	0.020

	0
	0.145

	0.70
	0.020

	0
	0.025

	1.00
	0.025

	0
	0.020

	4.70
	0.090

	4.70
	0.340

	5.80
	0.220

	5.50
	0.225

	4.90
	0.100

	0
	0.105

	1.50
	0.050

	1.20
	0.085

	2.70
	0.150

	2.75
	0.115

	0
	0.075


2. See if you can figure out how to run the simple linear regression in SPSS on your own!  You should be pros by now!

