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Χ2 test

Developed 1900 Karl Pearson 1857-1936

Χ2 (chi square) as goodness of 
fit test

this term commonly used to refer to Pearson’s 
chi-square, its also known as the goodness of fit 
test
allows you to determine if what you observe in a 
distribution of frequencies would be what you 
would expect to occur by chance
nominal data (categories)
one-sample (1 dimension) and two-sample (2 
dimensions)

1 sample test
Research question: are wheat growing farms 
located with respect to soil type? That is, is 
wheat grown in particular soil-type areas?
1) take a random sample of 100 wheat farms 
and determine the soil types underlying the 
farms
2) there are 4 ‘classes’ of soil type

Σ=10010303030
frequency 
of wheat 
farms

limestoneloamsandclay

Soil class

this is the ‘observed’ distribution of wheat farms

3) under a null hypothesis what would be our ‘expected’
distribution?
the rationale for the test is that you can compute what 
you would expect by chance

you can do this by dividing the total number of 
occurrences by the number of classes
so in this case 100/4 = 25 per class
next we look at how different what we have 
versus what we expect

‘Expected’
land under 
soil type

Soil class

Σ=10025252525
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formula to calculate chi-square
where Oi = observed value in category I
Ei= expected value in category I
k= number of categories
χ2= chi square statistic
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Now that we have data let’s do the test: there are 7 
steps
1) state the null and alternate hypothesis

the null in this case is that there is no difference in the 
proportion of occurrences in each category: H0: P1 = P2 = 
P3

here the percentages of the cases are equal but 
they needn’t be as you’ll see
the number of categories can be as many as you 
want as long as the categories are mutually 
exclusive

the alternate hypothesis is: H1 P1≠P2≠P3

2) set the level of significance (or type I error): α
typically in geography α =.05 or α =.01
3) select the appropriate test statistic

any test between frequencies of mutually 
exclusive categories requires chi square

4) computation of the 
test statistic 
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5) determine the value needed for rejection of 
the null hypothesis

to do this we need the degrees of freedom: here 
its k-1 or 3
using this and the value you picked for α you go 
to the chi square table
with df=3 and α=.05 the critical value=7.815
be sure to practice finding values from the table 
on your own 

6) compare the calculated value versus the critical 
value
calculated = 12, critical = 7.815 so calculated is 
greater than the critical
7) decision time

if the calculated value is greater than the critical value then 
the null hypothesis can’t be accepted
so what does χ2(3) = 12, α=.05 mean?
χ2 is the test statistic
3 is the degrees of freedom
12 is the calculated value
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α=.05 the probability is less than or equal to 5% 
on any one test of the null hypothesis that the 
frequency of farms is equally distributed across all 
categories

there are cases where you might not want to use 
the number of occurrences/number of categories 
as you expected value
if you have some other way of determining what 
the expected values might be, you can use that

for example: in our case we could use the 
proportions of different soil types in our study 
region as our expected values
this is where the geography in a research 
question is important
the distribution of land in each soil type is shown 
next

Σ=10010204030

actual % 
of land 
under 
soil type

limestoneloamsandclay

class 1) our null hypothesis is that:
H0: soil type has no influence on wheat farm 
location
if H0 was true, then we would expect the 
observed number of wheat farms to be roughly 
equal to/proportional to actual % of land under 
particular soil types



4

10204030Expected

10204030observed

10204030Expected

10303030observed

what we found was

are these differences significant or could they 
have occurred due to random sampling 
differences?
Our alternate is H1: Soil type has an influence on 
wheat farm location
2) Set significance level at 95% confidence or 
α=0.05
3) use the chi square statistic since we have 
nominal data with frequencies or proportions
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df= k-1=4-1 = 3
df - means that given the total frequency, once the 
frequencies are known for all but one of the categories, the 
frequency in the final category is determined

Χ2
(3) (α=0.05) = 7.815 same as in previous problem

if Oi and Ei were equal then χ2=0
χ2 increases as differences increase
7.815 defines value of χ2 where top 5% distribution 
starts with df=3
in this case χ2=7.5
6) To reject H0: calculated value must exceed the 
critical value

we cannot reject H0: cannot say that we would 
expect the value 7.5 to occur > 95 out of 100
if H0 is correct, the probability of 7.5 occurring is 
> α=0.05
therefore farming is not related to soil type

rules of thumb

1) if the number of categories is greater than 2, no 
more than 1/5 of the expected frequencies should 
be less than 5 and none should be 0
2) if the number of categories is 2, both the 
expected and observed frequencies should be 5 or 
larger
if this isn’t met, there is Yate’s correction that makes 
chi-square more conservative - that is more difficult 
to show significant difference
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also known as continuity correction

these illustrate an important restriction on χ2 in that 
for many categories there should not be small 
frequencies
also the data must be in frequencies, χ2 will give 
false results if used on proportions or percentages 
of occurrences in categories
this last example illustrates a case where you can 
use external information for choosing your expected 
values

this can be extended to cases where you can 
generate the expected values by referring to a 
distribution to obtain your expected values
an example is using the poisson distribution to 
generate your expected values
an alternative test for this purpose is the 
Kolmogorov-Smirnov test (k-s test)

Geographic examples Geographic models
Population model

This model predicts that the 
expected number of migrants 
into British Columbia is 
directly proportional to the 
origin provinces’ populations

Where Eij = expected number 
of migrants into BC from 
province I to BC, province j
Popi= population of province 
i

E Popij j=

Distance model
This model predicts that 
the expected number of 
migrants into BC is 
inversely proportional to 
the square of the 
distances between each 
origin province and BC

Where Dij
2 = squared 

distance from origin I to 
BC

E
Dij

ij

=
1

2

Simplified Gravity 
model or composite 
model

This model predicts that 
the number of migrants is 
a function of both 
distance and population

E Pop
Dij

i

ij

= 2
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Weaknesses

Χ2 is an absolute measure, the expected 
values either are or are not statistically 
different

There is no measure of how well the model fits
To deal with this we need to use a different 
approach → PRE (Proportional reduction of error)
If the sample size is large we almost always reject 
H0


